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Who | Am

= 25+ years of experience in the FPGA industry
= 7+ years President and CEO
= 20+ years Engineering, Product Line Mgmt, Marketing, Sales

» Board Director of the Global Semiconductor Alliance (GSA)

* Founding Board Director of the Open-Source FPGA
Foundation

» Patent in Configurable Computational Unit Embedded in
Programmable Device

= B.S. Computer Engineering from Santa Clara University

* Previously, an Adjunct Lecturer at Santa Clara University
for Programmable Logic course
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Thank You To All the
Open-Source
Developers



QuickLogic — All Things FPGA

S Device Al/ML
Services Storefront Software

) Founded in 1988 ) Headquartered in Silicon Valley
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Can we become the
"‘RedHat” of FPGA
Technology?



Trivia Question:



How Many
Companies Have
Tried to Build
FPGAS...?



...and are defunct?



slido

How many companies have tried to
develop and sell FPGAs and failed?

(D Start presenting to display the poll results on this slide.



Year

80 81 82 83 8 85 8 87 88 8 90 91 92 93 94 95 96 97 98 99 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Signetics
Raytheon
GE
National
AMI Harris
MMI Intel
Cypress
ITC
MMI
VLS|
AMD
Vantis/WSI

Pilkington

Atmel
Philips/Signetics

Texas Instruments

National Semiconductor

SEEQ
Excel
AT&T
Plus Logic
Algotronix
Samsung
Plessey
Gould/AMI
SGS

Concurrent Logic
Crosspoint Solutions

FPGA Company

Toshiba
Dynachip
IBM
Motorola
Gatefield
Lucent
Vantis
Velogix
Silicon Spice

Malleable Tech

MorphlICs
VariCore
Chameleon
Agere
Leopard Logic
Ambric
Cswitch

Tabula

M2000 (Abound)
Tier Logic
MathStar

Source: https://www.edn.com/fpga-startups-stare-down-giants-and-ghosts/
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An FPGA Survivor



~50M units shipped, >20 production FPGA tape-outs

~2,000 customers

8foundries

-

tsl}?‘.}c !': GlobalFoundries Tawsm %%YPHFSS 7? SKLJ LUOteF UMC § VLSI s nm s U N G

The Global Specialty Foun:

13 process nodes

6/7nm*, 12nm, 16nm, 22nm, 28nm, 40nm, 65nm, 90nm, 130nm, 180nm, 0.25um, 0.35um, 0.65um
Bulk CMOS, FDSOI, Radiation-Hardened

500"' p erson yeaI’S Invested in our FPGA architecture and software
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From eFPGA IP to FPGASs to FPGA-Based SoCs

eFPGA IP Low Power FPGAS FPGA-Based SoCs
Process: Multiple Process: Multiple Process: 40nm and 22nm
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Why So Difficult?



Trivia Question:



Is the Challenge
Software or Silicon?



slido

Is the challenge FPGA User Tools
Software or Silicon Design?

(D Start presenting to display the poll results on this slide.



Bringing Open-Source to FPGA Technology
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Software:
Proprietary FPGA
User Tools






Proprietary FPGA Tools 25 Years Ago...

Schematic .
I |

Logic
Optimizer

Route
v v ¥
Simulation STA Power
Analysis

Bitstream Proprietary

3d Party

Open-Source
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Software:
Open-Source FPGA
User Tools



Options for Open-Source FPGA User Tools Today...

|

Logic

Schematic .
| |

Logic

Optimizer | Optimizer
Place &
Route Route
4
Power
Analysis

Bitstream Bitstream

Power

Analysis

Proprietary

3 Party

Open-Source
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FPGA Silicon:
The "Old Way” of
Design



Choose Configuration Memory

Technology One-Time

Reprogrammable

Attributes Programmable (OTP)

Flash, MRAM .
Volatil ! !
Non-Volatile RERAM Antifuse
Volatile SRAM n/a
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Model Architecture

Architecture Transistor-Level Design

1+ Years
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Develop on Target Foundry / Process

M»
@ 00 O 06 0 O

1+ Years
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Simulate — Optimize — Extract

Architecture Transistor-Level Design M»r

1/2+ Year
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Result — Entire Team

Architecture Transistor-Level Design M»r

1-2+ Years
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FPGA Silicon:
Open-Source,
Automated Workflows



Model Architecture

»

1+ Months
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Develop on Target Foundry / Process

»

2+ Months
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Optimize FPGA Core

»
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Result — Entire Team

»

%TCKLQQMH Copyright © 2023 QuickLogic, Inc. All rights reserved.



OpenFPGA Development Workflow

Leve| | FPGA IP
Assy
Synopsys SCFIptS

Tech
Mapping

GDSII

Std Cell

Proprietar
Libs D Y

3 Party

Open-Source
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If Open-Source Tools
Exist, Why Not Adopt
Them?



Quality of Results



Humans like Routine



Change Is Painful



Change Is Risk



Forcing Function for
Change



|s data the new oll?



No, Metadata Is.



Data itself isn't as
valuable as the
Information latent in
the data.



Vietadata Is the
“Data about Data”.



A DAY IN DATA

The exponential growth of data is undisputed, but the numbers behind this explosion - fuelled by internet of things and

the use of connected devcies — are hard to comprehend, particularly when looked at in the context of one day

tweets are sent

every day

Twitter

294

billion emails are sent

4PB

of data created by
Facebook, including

3 50 M photos

hours of video

100m watch time

Facebook Research

320bn

emails to be sent
each day by 2021

306bn

emails to be sent
each day by 2020

3.9bn

people use emails

DEMYSTIFIYING DATA UNITS

From the more familiar "bit’ or ‘megabyte’, larger units of are more fi
being used to explain the masses of data

Unit Value Size
b bit Oor1l 1/8 of a byte
byte 8 bits 1byte
KE Kkilobyte 1.000 bytes 1,000 bytes
ME megabyte 1.000° bytes 1,000,000 bytes
GE gigabyte 1,000° bytes 1,000,000,000 bytes
IE terabyte 1,000 bytes 1,000,000,000,000 bytes
PE petabyte 1,000* bytes 1,000,000.000,000,000 bytes
EEB exabyte 1,000* bytes 1,000,000,000,000,000,000 bytes
ZB zettabyte 1,000’ bytes 1,000,000,000,000,000,000,000 bytes
YE yottabyte 1,000* bytes 1,000,000,000,000,000,000,000,000 bytes
“Alowercase " is used as an for bits, while -

65bp

messages sent over WhatsApp and
two billion minutes of voice and
video calls made

Facebook

of data produced by a connected car

ACCUMULATED DIGITAL UNIVERSE OF DATA

4.4ZB

PwC 2013

5bn
Searches made
a day from Google 3.5bn
Smart insights.

463En

of data will be created every day by 2025

95

photos and videos are
shared on Instagram

oc

Instagram Business

28PB

to be generated from wearable
devices by 2020

Statista

RACONTEWR



¢ !xp?ctﬂs are for tens or hundreds of billions
of devices over the next few years.”

.f Erden,




How Do We Scale the
Metadata Economy?



Machine Learning
Transforms Data Into
Metadata



Examples of Machine Learning Making an Impact

3 )
recognition, ® o
Natural Assisted Driving
Language

Understanding

_/\/\._

Edge of the Network

~ QuickLogic’
€2

v ® 7 &

Crop

Quality & R Dlsea.s.e High Frequency D’“?
Precision ecc.)gnltlo.n Trading Invention
Acti & Diagnosis
griculture

Data Center
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Explosive Growth of Machine Learning Research

= ML Arxiv Papers = Moore's Law growth rate (2x/2 years)

40000 35
~100 new ML
pPapers I 30 »
- every day! 2
25 o
2 20 j
T 20000 S
'8 5 S
< Q
S S
10
10000 g
©
5 2
0 0

2009 2070 201 2012 2013 2014 2015 2016 2017 2018

Year

Source: https://arxiv.org/ftp/arxiv/papers/1911/1911.05289.pdf, Jeffrey Dean, Google Research
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https://arxiv.org/ftp/arxiv/papers/1911/1911.05289.pdf

What Will Unleash the
Potential of ML?



Technology Stack for Al

The technology stack for artificial intelligence (Al) contains nine layers.

Technology Stack Definition
Services Solution and Integrated solutions that include training data,

use case models, hardware, and other components (eg,

voice-recognition systems)
Training Data types Data presented to Al systems for analysis
Platform Methods Techniques for optimizing weights given to model inputs

Architecture Structured approach to extract features from data (eg,
convolutional or recurrent neural networks)

Algorithm A set of rules that gradually modifies the weights given
to certain model inputs within the neural network during
training to optimize inference

Framework Software packages to define architectures and invoke
algorithms on the hardware through the interface

Interface Interface systems | Systems within framework that determine and facilitate
communication pathways between software and
underlying hardware

Hardware Head node Hardware unit that orchestrates and coordinates
computations among accelerators

Accelerator Silicon chip designed to perform highly parallel operations

required by Al; also enables simultaneous computations

Source: Artificial-intelligence hardware: New opportunities for semiconductor companies, McKinsey

~ QuickLogic’
€2
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Memory

= Electronic data repository for
short-term storage during
processing

= Memory typically consists of
DRAM'

Storage

= Electronic repository for long-term
storage of large data sets

» Storage typically consists of
NAND?

Logic

* Processor optimized to calculate
neural network operations, ie,
convolution and matrix

multiplication
®* Logic devices are typically CPU,
GPU, FPGA, and/or ASIC?

Networking

= Switches, routers, and other
equipment used to link servers in
the cloud and to connect edge
devices



Multi-Billion $ Semiconductor Opportunity

At both data centers and the edge, demand for training and
inference hardware is growing.

Data center, total market, $ billion Edge, total market, 5 billion
Inference 9-10 Training Inference Training
4-5 4-5
4-4.5
1-1.5
~1

- <0.1 <0.1 .
2017 2025 2017 2025 2017 2025 2017 2025

Source: Expert interviews; McKinsey analysis

Source: Artificial-intelligence hardware: New opportunities for semiconductor companies, McKinsey
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Customization Driving Need From Standard to Custom?

The preferred architectures for compute are shifting in data centers and the edge.

Data-center architecture, % Edge architecture, %

B Asic' [ cPu] Il Frca |l GPUt [ Other

Inference Training Inference Training

10 10
2017 2025 2017 2025 2017

1 10
2017 2025

1 Application-specific integrated cireuit.
2 Central processing unit.

3 Field programmable gate array.

4 Graphics-processing unit.

Source: Expert interviews; McKinsey analysis
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Tradeoffs in Semiconductor Design

Cost & Time of
Chip Design

Flexibility &
Customization

SEU":KLOQH Copyright © 2023 QuickLogic, Inc. All rights reserved.



“Traditional Semiconductor Design” Cost Inhibits Innovation

$580M

$542.2M
.—— Validation
Prototype

£435M _—
J2
(&} Software
=
2 $297.8M

it — mml m
B
5]
5
— Physi
= -_ ysu:al
$174.4M
$145M | | |
$106.3M - Verification
$70.3M
51.3M
$28.5M $37.7M . B — Acchitecture
iE E | | IP Qualification
$GM T T T T T T
65nm 40nm 28nm 22nm 16nm 10nm nm Anm

Favors large players or billion-unit markets
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A Broken Semiconductor Economic Model for IoT

= If IoT is a 100B unit / $10T market, that is roughly $100 per unit
» Main processor is approximately 2-3% of that $100 per unit, ~$2-3

= If it costs $50M to design and build that chip, companies must sell at least 25M-
50M just to break-even

* How many 50M unit markets are there in l0T?
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Changing the
Calculus



What If We Drove Down Chip Design Costs by 10X?

* Reducing development
cost to <$5M would
reduce required
shipments to 2.5M units
for payback on
Investment

= Enables more innovation
and customization

~ QuickLogic’
€2

Advanced Design Cost

$580M

$435M

$290M

$145M

$oM

$28.5M

=

$37.7TM

=

$51.3M

=0

$70.3M

=

B65nm

40nm

28nm

22nm
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FOocus on mass
customization &
narrow optimization?



Bring the agility of
software to
semiconductor
design?



Leverage the power of
open source?



In “post-Moore” era,
Hardware Needs to be
Much More Like

Software



MVP 1.



MVP 1.
Improve Dev and Cost
by 10X



Constraint #1.:
Use Open-Source
where Possible



Constraint #2:
Automate, Automate,
Automate



Starting Point: ETH Zurich “Arnold” Test Chip Platform

Mem § Mem Mem | Mem Mem | Mem Mem § Mem
Bank §Bank Bank | Bank Bank | Bank Bank § Bank

' —=fe=d = e e e e

QUK

a .
5 4 i I

B — Tightly Coupled Data Memory Interconnect

. ol il inst

2xDP § 2XDP Ibuf

Dual-Clock Mem § Mem 1$
FIFO 2X MAC RISCY

eFPGA
L S

Dual-Clock
FIFO

APB / Peripheral Interconnect
Clock / Reset Timer Debug
Generator Unit
FLL

an

System CLK

Event Unit

ST TR T AT Ty T T AT T T TP 7T T T T T T T T T T T Ty

|
II
1
1,
L
1
1
1
1
1,
1
1
L
L
4,
i
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Arnold — Heterogenous, Energy-Efficient Architecture

= Features
= RISC-V General Purpose Processor
= 512 KB Onboard Memory
= Broad set of peripheral I/O with memory access via uDMA

= Tightly coupled eFPGA that supports
= Direct connection to 1/O
= Shared memory accelerator interface
= |/O filtering functions
= Config and control interface to/from system

= Benefits

= Energy efficient architecture enables flexibility to implement
hardware partitioning of software requirements

= [Lower unit cost than vs discrete MCU / discrete FPGA
implementations

= OTA hardware upgrades
= Lower NRE cost vs ‘spinning an ASIC’ for each derivative

~ QuickLogic’
&

ovl Ics.ARI 25 Jun 2020

5
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Arnold: an eFPGA-Augmented RISC-V SoC for
Flexible and Low-Power loT End-Nodes

Pasquale Davide Schiavone, Davide Rossi Member, IEEE, Alfio Di Mauro, Frank Gorkaynak, Timothy
Saxe, Mao Wang, Ket Chong Yap, Luca Benini Fellow, IEEE

ADSwact—A wide range of internst of Things (IoT) appications f2-
quire poweriul, snergy-2fiicient and flexibie and-nodes 10 acquire data
from mukiple sources, process and distil the sensed data through
near-sensor data analytis aigorithms, and transma # wislessly. This
work presents Arnaid: a 0.5V to 0.8V, 45.83W/MHz, 600 MOPS fully
programmable RISC-Y Mierocontroller unit (MCU) fabricated in 22nm
Glabalfoundiies GF22FDX (GF22FDX) technology, coupled with a state-
cf-the-art (SoA) microcentroller o an smbedded Field Programmable
Gata Array (FPGA). We demonsirats the fexibiity of the Sysiem-On-
0% {50C) b ackln the chalenges ofmary smerging T sppScaions,
such as (i)

faces, i) performing on-the-fy pr-proce ssing tasks on data stmamed

-

offer the best energy and enorgy efficiency, but they lack
versatility and nequire long time-to-market [6]} Hence, their
usage is preferred in highly standandized applications or
specialized single-function products.

On the other side of the spectrum, MCUs are the de-
facto standard platforms for IoT applications thanks to
their high versatility, low-power, and low-cost. SoA MCUs
can offer competitive Power-Performance-Area (PPA) fig-
ures by Ie\'uagmg parallzl Near-Theshold Computing
(NTC) [7], and advanced low-power technologies such as
Fully Depleted Sll!crm{)nlnsuhtnr rrnsnl) coupled with

A

chniques such as body-

‘explotafion of body -biasing to racuos leakage power of the mbsdded

FPGA (eFPGA) fabric by up 1o 18x st 05V, achieving Soh stsis
tabric,

The poposed 50 prwnss 3.4x better periormance and 20 beter

nergy
sk Al

Index Terms—Embedded Systems, FPGA, internst Of Things, Edge
Computing, Microganiraller, RISC-Y, Open-Source.

1 INTRODUCTION

The end-nodes of the IoT require energy-efficient, powerful,
and flexible ultra-low-power computing platforms to deal
with a wide range of near-sensor applications [1]. These
SoCs must be able to connect to low-power sensors such
as arrays of microphones [2], cameras [3] eloctrodes to
monitor physiological activities [4], to analyze and com-
press data using advanced algorithms, and transmit them
winelessly over the network. Signal processing algorithms
are exccuted in such devices to reduce complex raw data
to simple classifications tags that classify data, to extract
only mlevant information fe.g, [5]), or to filter, encrypt,
anonymize data. Compressing and distilling information
that travels from 10T devices to the cloud, brings multiple
benefits in power, performance, and bandwidth across the
whole loT infrastructure.

Depending on the constraints of the application such
as flexibility, performance, power, and cost, loT computing
platforms can be implemented as hardwired Application
specific integrated circuits (ASICs), programmable hard-
ware {or soft-hardware) on FPGAs, or as software pro-
grammable on MCUs. Hardwired, fived-function ASICs

|s| s it has been shown in
{91, [10] [11], [12], these technicques make possible the use of
MCUs an edge computing devices, meeting PPA constraints
for a wide range of applications in the loT domain, yet pro-
viding high versatility. To increase performance, MCUs are
often customized with on-chip fullcustom accelerators that
spoed up the execution of part of the applications as for ex-
ample neural-networks [13], frequency-domain-transforms
m] Llnenrnlgebra [15] security engines [16]. The resulting

= system has thus both the flexibility of MCUs,
:md cumpehme performance and efficiency of hardwired
ASICs on specific domains.

FPGA fill the gap between ASICs and MCUs as they of-
for versatility via hardware programmability (which usually
needs longer design and verification time than software),
and they allow exploiting spatial computations typical of
ASICs designs, as opposed to sequential exccution. For these
wasons, FPGAs are used in a wide range of ipph:ilmns,
from machine kearning [17], [18] [19], sorting [20] and
cryptography accelerators for data centers [21], to smart
instruments [22], analog-to-digital converters [23]. to low-
pawer systems for wearable applications [24], control-logic
systems [25], and for implementing smart-peripherals con-
nected to SoCs [26]. [7]

Increased integration density of modern SoCs allowed
a reasonably sized FPGA amay to be integraed as part
of an an-chip system. Such embedded FPGAs (€FPGAs)
are used to enable post silicon soft-hardw are programmable
functions in SoCs or MCUs to make updates on accelerators
or custom peripherals. As for the FPGA case, hardwired
accelerators or peripherals outperform their eFPGA-based
implementations, but lack lexibility and post-fabrication re-

The benefit of i As into SoCs

D) Sohimone, A Di Mawro, F_ Gitrkigtok, wd L Berini are it the nte-
grited Systems Laburatory, DITET, ETHZuncls, i Zar Sammmi
D. Rossi is with the Energy-Eficient Embedded Systems

Uiy of S, 40138 S iy . Scve M. Wy, wnd . 129
are weh she Quick|ogic Corperanion, 2220 Lumiy Ave, San Jase, CA 5131,
Lnited States of Amaice.

is the possibility to increase performance by specializing the
50Cs for one particular domain that can change over time,
increasing the product life-time and application span.

In this paper, we present Arnald a RISCV based MCU
extended with an ¢FPGA, implemented in GF22FDX tech-

https://arxiv.org/pdf/2006.14256.pdf

Copyright © 2023 QuickLogic, Inc. All rights reserved.
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Case Study — Human Presence Detection

* Presence detection (aka Visual Wake Words) application using TensorFlow Lite for
Microcontrollers (TFLu): (https://arxiv.org/abs/1906.05721)

Person

Model Deployed
Input Image on

Microcontroller

Not Person

%TCKLQQMH Copyright © 2023 QuickLogic, Inc. All rights reserved.
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Arnold2 and TFLu Person Detection — eFPGA Use Case

= Basic facts: = Two main users of MACs
= TFLuU model: 230KiB = Conv_2d = 6,193,902 MAC
= TFLu arena: 95KiB = Depthwise conv_2d = 878,616 MAC
* ROMseqg: 308KiB
* RAMseq: 116KiB Use eFPGA for offloaded conv 2d
Total:  424KiB . .
_ _ = Three main benefits
" Basic facts: inference 1. State machine handles loops and
= 7.072M MAC per inference addressing
= 134M clock cycles per inference - Saves 19 clocks per MAC
= 3.66fps at 492MHz (11.2mW) 2. Multiple MACs in parallel
-8 in Arnold with possible 2X increase
=> 19 clock cycles per MAC —> Coefficients cached in local memory

- Saves memory bandwidth and power

SEU":KLQ@:W Copyright © 2023 QuickLogic, Inc. All rights reserved.



Arnold?2

o [ [ [ , » Coefficients moved into local
192KB 192KB o2 192KBE m e m O ry
— \g : = Activations streamed from

main memory, thru MACs and
back to main memory

em

» 13x speedup
» 31x better energy efficiency

4 H HE B E
1/0 Bank

Gocrese pacTimr P ﬁ

Generator
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Measured Value

||
Node MACs ConvSW ConvHW #clocks MACS/CLKS speedup S/ W a‘t 456 MHZ
mSec mSec mSec mSec mSec mSec
||
2 294912 20.08 20.04 20.32 20.34 1.42 1.41 69,251 4.3 14.3 FPGA at SOMHZ
4 294912 17.55 17.53 17.65 17.68 1.10 1.10 53,507 5.5 16.0
6 589,824 32.65 32.57 32.73 32.72 2.05 2.05 100,099 5.9 15.9
8 294912 16.27 16.28 16.37 16.36 1.06 1.06 51,587 5.7 15.4
n
10 589,824 31.31 31.29 31.44 31.44 2.04 2.04 99,715 5.9 15.4 AVQ 5 MAC/ CIOCk
12 294912 15.67 15.68 15.73 15.73 1.14 1.14 56,003 5.3 13.7 - 63% efficiency1
14 589,824 30.71 30.73 30.77 30.81 2.25 2.24 110,290 5.3 13.7
16 589,824 30.74 30.71 30.79 30.77 2.24 2.24 110,290 5.3 13.7
18 589,824 30.72 30.72 30.78 30.78 2.25 2.24 110,290 5.3 13.7 5
20 589,824 30.75 30.69 30.77 30.78 2.24 224 110,290 5.3 13.7 m 13.4x Speedup
22 589,824 30.69 30.75 30.78 30.79 2.24 2.24 110,290 5.3 13.7
24 294912 15.33 15.37 15.39 15.39 1.61 1.62 79,760 3.7 9.5
26 589,824 30.39 30.41 30.49 30.40 3.22 3.22 158,668 3.7 9.5
Total 6193152 332.86 33277  334.01  333.99 24.85 24.84 1220040  5.08 = S/W 10.4mW
63%
Software Conv2d @ 456 MHz for 13 convolutions = ~333 mS 9 3’467“"]
Hardware Accel @ 50 MHz = 24.84mS 134 times improvement - FPGA 4 5mW
1/ expect to increase to 75% efficiency 2 112
2/ measured 75MHz=» 20x speedup; most recent = 31x energy efficiency

measured timing 88MHz

SEU":KLOQH Copyright © 2023 QuickLogic, Inc. All rights reserved.



Creating MVP

Definition

Arch +
Std Cells

Arch

Test

Implementation

il

il

Program
PROGRAM
e

%Quickl.oqi:”

~

s

Validation
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QuickLogic eFPGA IP Development Workflow

4@ australis

Level Wl FPGA IP
Assy
Synopsys SCI’IptS

Tech
Mapping

GDSl|

Proprietary

Libs

Open-Source
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QuickLogic Aurora FPGA User Tools

» Leveraging Open-Source Tools where
possible Synthesis

= Contribute to improvements in Open- Logic
Source Tools for greater community Optimizer
Place &
= Enable compatibility with 3" Party tools Route

Power
Analysis

for broader use I
= Adapt for new, domain-specific
architectures [ ——

Bitstream

3 Party

Open-Source

%Qliickl.oqi:“ Copyright © 2023 QuickLogic, Inc. All rights reserved.



Thank you to U of Toronto, Amin Mohaghegh and Vaughn Betz

Aurora 2.4 Development Tool: Celebrating the Power of _
Open-Source Innovation Synthesis

Posted on November 16, 2023 by Andrea Vedanayagam | |

Reconfigurable

Computing with Aurora

FPGA/eFPGA User Tools

Route

v ¥
STA Power
Analysis
v

Place &

& QuicklLogic

Proprietary

3 Part
https://www.quicklogic.com/2023/11/16/aurora-2-4-development- -
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Commitment to Fostering The Next Generation
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What's Next?



Domain-specific
Variants



Customized
eFPGA/FPGA for
Operating
Environments



Operating Environments

* High Reliability
* Ruggedized / Extreme Environments

= Often requires using custom ASIC cell librarires
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Customized
eFPGA/FPGA for
Specific Workloads



Customizing for Specific Workloads

* New eFPGA/FPGA architecture features

» Optimizing the routing tracks for the workloads
» Optimizing the features ratios for the workloads
= May require different configuration memories

= May require different configuration architectures / tools
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Conclusions



100% Open-Source
Flow Is Great...



But Commercialization
Requires Additional
Contributions...



Recommendations






How do we
overcome NIH?



Continue to Improve
QoR of User Tools?



A Glimpse Into the Future — Designing with your Smartphone

= https://www.youtube.com/watch?v=bRrJgL3NGIqg

(.11 Design with FPGWMFIOW on Android Smart Phone
SR ==

[

MORE VIDEOS
Play (k)

> ) 3:26/6:00 & YouTube =+
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https://www.youtube.com/watch?v=bRrJqL3NGlg

slido

How do you feel about open-source
FPGA tools now?

( Start presenting to display the poll results on this slide.
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Want to build FPGAs / eFPGA IPs?

Email me:
faith@quicklogic.com
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